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Abstract

In this paper we investigate the following “polynomial moment problem”: for a given com
polynomialP(z) and distincta, b ∈ C to describe polynomialsq(z) orthogonal to all powers ofP(z)

on [a, b]. We show that for givenP(z), q(z) the condition thatq(z) is orthogonal to all power
of P(z) is equivalent to the condition that branches of the algebraic functionQ(P−1(z)), where
Q(z) = ∫

q(z)dz, satisfy a certain system of linear equations overZ. On this base we provide th
solution of the polynomial moment problem for wide classes of polynomials. In particular, we
the complete solution for polynomials of degree less than 10.
 2005 Elsevier SAS. All rights reserved.
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1. Introduction

In this paper we investigate the following “polynomial moment problem”:for a complex
polynomialP(z) and distinct complex numbersa, b to describe polynomialsq(z) such that

b∫
a

P i(z)q(z)dz = 0 (1)

E-mail address:pakovich@math.bgu.ac.il (F. Pakovich).
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for all integer non-negativei. Despite its rather classical setting this problem attracte
tention only recently in the series of papers [1–8,22], where (1) arose in connectio
the center problem for the Abel differential equation with polynomial coefficients in
complex domain. Posed initially as an intermediate step toward the center proble
polynomial moment problem turned out to be quite delicate question unexpectedly i
ing such branches of mathematics as combinatorics and Galois theory.

For the simplest exampleP(z) = z the answer follows from the Weierstrass theore
since the only continuous complex-valued function which is orthogonal to all powe
z on a segment is zero, the only polynomial solution to (1) isq(z) = 0. On the other
hand, for instance, forP(z) = z2 and[a, b] = [−1,1] non-trivial polynomial solutions to
(1) already exist since any polynomialq(z) such thatq(−z) = −q(z) clearly satisfies (1)
Actually, for anyP(z) ∈ C[z], a, b ∈ C such thatP(a) = P(b), non-trivial polynomial
solutions to (1) exist. Indeed, it is enough to setq(z) = R′(P (z))P ′(z), whereR(z) is any
complex polynomial. Then for anyi � 0 we have:

b∫
a

P i(z)q(z)dz =
P(b)∫

P(a)

yiR′(y)dy = 0.

More generally, the following “composition condition” imposed onP(z) andQ(z) =∫
q(z)dz is sufficient for polynomialsP(z), q(z) to satisfy (1):there exist polynomial

P̃ (z), Q̃(z), W(z) such that

P(z) = P̃
(
W(z)

)
, Q(z) = Q̃

(
W(z)

)
, and W(a) = W(b). (2)

The sufficiency of condition (2) follows fromW(a) = W(b) after the change of variabl
z → W(z). It was suggested in the papers [2–6] (“the composition conjecture”) that, u
the additional assumptionP(a) = P(b), condition (1) is actually equivalent to conditio
(2). This conjecture is shown to be true if the collectionP(z), a, b is generic enough
For instance, ifa, b are not critical points ofP(z) [9] or if P(z) is indecomposable [14
(see also [17,19], and the papers cited above). Nevertheless, in general the com
conjecture fails to be true.

A class of counterexamples to the composition conjecture was constructed in
These counterexamples exploit polynomials which admit “double decompositions”
form P(z) = A(B(z)) = C(D(z)), whereA(z), B(z), C(z), D(z) are non-linear poly-
nomials. If P(z) is such a polynomial and, in addition, the equalitiesB(a) = B(b),

D(a) = D(b) hold, then for any polynomialQ(z), which can be represented asQ(z) =
E(B(z)) + F(D(z)) for some polynomialsE(z), F(z), condition (1) is satisfied with
q(z) = Q′(z) by linearity. On the other hand, it can be shown (see [13]) that if degB(z) and
degD(z) are coprime then condition (2) is not satisfied already forQ(z) = B(z) + D(z).
Note that, by the second Ritt theorem, double decompositions with degA(z) = degD(z),

degB(z) = degC(z) and degB(z), degD(z) coprime are equivalent either to decompo
tions with

A(z) = znRm(z), B(z) = zm, C(z) = zm, D(z) = znR(zm)

whereR(z) is a polynomial and GCD(n,m) = 1, or to decompositions with

A(z) = Tm(z), B(z) = Tn(z), C(z) = Tn(z), D(z) = Tm(z),
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whereTn(z), Tm(z) are Chebyshev polynomials and GCD(n,m) = 1 (see [18,20]). In
particular, the simplest explicit counterexample to the composition conjecture has t
lowing form:

P(z) = T6(z), q(z) = T ′
2(z) + T ′

3(z), a = −√
3/2, b = √

3/2.

The counterexamples above suggest to transform the composition conjecture as
[16]: non-zero polynomialsP(z), q(z) satisfy condition(1) if and only ifQ(z) = ∫

q(z)dz

can be represented as a sum of polynomialsQj such that

P(z) = P̃j

(
Wj(z)

)
, Qj (z) = Q̃j

(
Wj(z)

)
, and Wj(a) = Wj(b) (3)

for someP̃j (z), Q̃j (z), Wj(z) ∈ C[z]. Note that we do not make any additional assum
tions about the values ofP(z) at the pointsa, b any more. In particular, the conjectu
implies that non-zero polynomials orthogonal to all powers of a given polynomialP(z)

on [a, b] exist if and only ifP(a) = P(b). For the caseP(z) = Tn(z) conjecture (3) was
proved in [15].

Denote byP −1
i (z), 1 � i � n, the single-valued branches ofP −1(z) in a simply-

connected domainU ⊂ C containing no critical values ofP(z). Condition (2) via Lüroth’s
theorem essentially reduces to the requirement that the fieldC(P,Q) is a proper subfield
of C(z) or equivalently to the equality

Q
(
P −1

i1
(z)

) = Q
(
P −1

i2
(z)

)
(4)

for somei1 �= i2 (see Section 3 below). Roughly speaking, the main result of this p
proved in the second section, states that in general condition (1) is equivalent not to
equation (4) but to a certainsystemof linear equations connecting branches of the algeb
functionQ(P −1(z)). More precisely, starting from the collectionP(z), a, b, we construct
explicitly a system of equations

n∑
i=1

fs,iQ
(
P −1

i (z)
) = 0, 1� s � degP(z), (5)

with fs,i taking values in the set{0,−1,1} such that (1) holds if and only if (5) holds wit
Q(z) = ∫

q(z)dz. In order to find (5) we use a special planar graphλP such that the edge
of λP are coded by branches ofP −1(z) and the set of vertices ofλP contains pointsa, b.

The graphλP , called the “cactus” ofP(z), like similar objects named “S-graphs”, “pic
tures”, or “dessins d’enfants”, provides a full combinatorial description of the monod
of P(z), and, in particular, permits to relate properties of the collectionP(z), a, b which
are connected with the polynomial moment problem to combinatorial properties of th
consisting of the treeλP and the pathΓa,b connecting pointsa, b onλP .

The criterion (5) has a number of applications. For example, it allows us to redu
infinite set of Eqs. (1) to a finite set of equationswk = 0, 0� k � M, wherewk are ini-
tial coefficients of the Puiseux expansions of the combinations of branches in (5) aM

depends only on degrees ofP(z) andQ(z). Furthermore, using the equivalence of (1) a
(5), one can provide a variety of different conditions on a collectionP(z), a, b under which
(1) and (2) are equivalent – this is the subject of the third section of this paper. Esse
the finding of such conditions, which are of interest because of applications to the
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equation (see [1,7,8]), reduces to the finding conditions under which system (5) im
equality (4). In its turn these conditions can be naturally given in terms of combina
of the graphλP . Finally, note that criterion (5) permits to use in the study of the poly
mial moment problem the methods of Galois theory since system (5) can be inter
as a system of relations between roots of the corresponding irreducible polynomial
defines the algebraic functionQ(P −1(z)) (see e.g. Section 5.3 below).

In the fourth section of this paper we establish a specific geometric property o
monodromy groups of polynomials, related to the topology of the Riemann sphere
which, in particular, we deduce the following result: ifP(z), Q(z) ∈ C[z], degP(z) = n,

degQ(z) = m satisfy (1), then for coefficients of the Puiseux expansions near infinity

Q
(
P −1

i (z)
) =

∞∑
k=−m

ukε
ik
n z−k/n (6)

the equalityuk = 0 holds whenever GCD(k, n) = 1. This fact agrees with conjecture (
and, in particular, implies that forP(z), q(z) satisfying (1) the numbersn andm cannot be
coprime.

In the fifth section, as an application of the Puiseux expansions technique, we sho
conditions (1) and (2) are equivalent if at least one from pointsa, b is not a critical point
of P(z) or if degP(z) = pr for a prime numberp.

Finally, on the base of obtained results, in the sixth section we show that for an
lectionP(z), a, b with degP(z) < 10 conditions (1) and (2) are equivalent except the c
whenP(z), a, b is linearly equivalent to the collectionT6(z),−

√
3/2,

√
3/2. Since for

P(z) = Tn(z) all solutions to (1) were obtained in [15], this provides the complete solu
of the polynomial moment problem forP(z), a, b with degP(z) < 10.

2. Criterion for a polynomial to be orthogonal to all powers of a given polynomial

2.1. Cauchy type integrals of algebraic functions

A quite general approach to the polynomial moment problem was proposed in the
[17] concerning Cauchy type integrals of algebraic functions

I (t) = I (γ, g, t) = 1

2πi

∫
γ

g(z)dz

z − t
. (7)

In this subsection we briefly recall it (see [17] for details) and outline in this contex
approach of this paper.

First of all notice that condition (1) is equivalent to the condition

b∫
a

P i(z)Q(z)P ′(z)dz = 0 (8)

for i � 0, whereQ(z) = ∫
q(z)dz is normalized by the conditionQ(a) = Q(b) = 0 (Q(a)

always equalsQ(b) by (1) taken fori = 0). Furthermore, vice versa, condition (8) w
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Q(a) = Q(b) = 0 implies that (1) holds withq(z) = Q′(z). (Actually, it was the condition
(8) that appeared initially in the papers on differential equations cited above.)

Indeed, condition (8) is equivalent to the condition that the function

H(t) =
b∫

a

Q(z)P ′(z)dz

P (z) − t

vanishes identically near infinity, since near infinity

H(t) = −
∞∑
i=0

mit
−(i+1), wheremi =

b∫
a

P i(z)Q(z)P ′(z)dz.

On the other hand, we have:

dH(t)

dt
=

b∫
a

Q(z)P ′(z)dz

(P (z) − t)2
= −

b∫
a

Q(z)d

(
1

P(z) − t

)

= Q(a)

P (a) − t
− Q(b)

P (b) − t
+ H̃ (t), (9)

where

H̃ (t) =
b∫

a

q(z)dz

P (z) − t
.

Since near infinity

H̃ (t) = −
∞∑
i=0

m̃i t
−(i+1), wherem̃i =

b∫
a

P i(z)q(z)dz,

it follows from (9) that conditions (1) and (8) are equivalent wheneverQ(a) = Q(b) = 0.

Furthermore, performing the change of variablez → P(z), we see thatH(t) coincides
with integral (7) whereγ = P([a, b]) andg(z) is an algebraic function obtained by t
analytic continuation of a germ of the algebraic functiong(z) = Q(P −1(z)) alongγ. Inte-
gral representation (7) defines a collection of univalent regular functionsIi(t); eachIi(t)

is defined in a domainUi of the complement ofγ in CP
1. Denote byI∞(t) the function

defined in the domainU∞ containing infinity. Then the vanishing ofH(t) near infinity
becomes equivalent to the equalityI∞(t) ≡ 0.

More generally, consider integral (7), whereγ is a curve in the complex planeC and
g(z) is any “piecewise-algebraic” function onγ . More precisely, we assume that after
moving fromγ a finite set of pointsΣγ , the setγ \ Σγ is a union of topological segmen⋃

γs such that for eachγs there exists a domainVs ⊃ γs and an analytic inVs algebraic
functiongs(z) such thatg(z) on γs coincides withgs(z). Furthermore, we assume that
the points ofΣγ , the complete analytic continuationsĝs(z) of gs(z) can ramify but do no
have poles. Below we sketch conditions forI∞(t) to be a rational function; if these co
ditions are satisfied, then in order to verify the equalityI∞(t) ≡ 0 it is enough to examin
possible poles.
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Denote byΣg the set of all singularities of̂gs(z) in CP1. Show that any elemen
(Ii(t),Ui) can be analytically continued along any curveS = St1,t2 connecting points
t1, t2 ∈ CP

1 and avoiding points from the setsΣg andΣγ . First of all notice that ift2 ∈ ∂Ui

then an analytical extension of(Ii(t),Ui) to a domain containingt2 is given simply by the
integralI (γ̃ , g, t), whereγ̃ is a small deformation ofγ such thatt2 ∈ Ũi . Furthermore, if
S = St1,t2 is a simple curve connecting pointst1 ∈ Ui, t2 ∈ Uj , whereUi, Uj are domains
with a common segment of the boundaryγs and (gs,Vs) is the corresponding algebra
function, then the well-known boundary property of Cauchy type integrals (see e.g.
implies that(

Ii(t),Ui ∩ Vs

) = (
Ij (t),Uj ∩ Vs

) + (gs,Vs).

Therefore, the analytic continuation of(Ii(t),Ui) alongS can be defined via the analyt
continuation of the right side of this formula.

Finally, for arbitrary domainsUi, Uj and a curveS = St1,t2 connecting pointst1 ∈ Ui

and t2 ∈ Uj , the analytic continuation(Ii(t),Ui)S of (Ii(t),Ui) along S can be de-
fined inductively as follows. LetS ∩ γ = {c1, c2, . . . , cr}, cs ∈ Vs, 1 � s � r, and let
(g1,V1), (g2,V2), . . . , (gr ,Vr) be the corresponding algebraic functions. Define a g
gγ,S of an algebraic function near the pointt2 by the formula:

gγ,S =
r∑

i=1

(gi,Vi)Sci
,

where(gi,Vi)Sci
, 1� i � r, denotes the analytic continuation of the element(gi,Vi) (taken

with the sign corresponding to the orientation of the crossing ofS andγ ) along a part of
S from ci to t2. Then, by induction, for the analytic continuation of(Ii(t),Ui) alongS the
following formula holds:(

Ii(t),Ui

)
S

= (
Ij (t),Uj

) + gγ,S. (10)

In particular, a complete analytic continuationÎi (t) of the element(Ii(t),Ui) is a multi-
valued analytic function with a finite set of singularitiesΣ

Îi
⊂ Σg ∪ Σγ .

From formula (10) one deduces the following criterion [17]:Îi (t) is a rational function
if and only if the equality

gγ,S = 0 (11)

holds for any curveS = St1,t2 as above witht1 = t2 ∈ Ui. Indeed, the necessity of (11
is obvious. To establish the sufficiency observe that (11) implies, in particular, thatÎi (t)

has no ramification in its singularities. Therefore, ifz0 is a singularity ofÎi (t) such that
z0 ∈ CP

1 \ γ, then formula (10) implies thatz0 is a pole the worst. On the other hand
z0 ∈ Σγ andz0 ∈ ∂Uj then the functionIj (t) nearz0 has the form

Ij (t) = u(t) log(t − z0) + v(t), (12)

whereu(t) is a function analytic atz0 andv(t) is a bounded function which has a fini
ramification atz0 (see [17]). Therefore, if̂Ii(t) has no ramification atz0, then necessarily
u(t) ≡ 0 and hencez0 actually is a removable singularity ofÎi (t) sincev(t) andĝs(t) are
bounded nearz0.
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Although the method above in principle is constructive its practical application is r
difficult since the calculation of sumsgγ,S is complicated. In this paper we propose
modification of the method above designed specially for the polynomial moment pro
This modification permits to avoid any analytic continuations and allows us to obt
necessary and sufficient conditions for equality (1) to be satisfied in a closed and con
form. The idea is to choose a very special way of integrationΓ connecting pointsa, b (we
can use any of them since integrals (1) do not depend onΓ ). It turns out thatΓ can by
chosen so thatCP

1 \ P(Γ ) consists of auniquedomain. Then conditionI∞(t) ≡ 0 simply
reduces to the condition that the corresponding algebraic functionsgs(z) vanish onP(Γ ).

Furthermore, we chooseΓ as a subset of a special treeλP embedded into the Rieman
sphere, called the cactus ofP(z), which contains all the information about the monodro
P(z). The using of this combinatorial tool not only allows us to find explicitly neces
and sufficient conditions for (1) to be satisfied but also provides an effective techniq
analyze them.

2.2. Cacti

To visualize the monodromy group of a polynomialP(z) it is convenient to consider
graphical objectλP called thecactusof P(z) (see e.g. [11]).

Let c1, c2, . . . , ck be all finite critical values ofP(z) and letc be a not critical value
Draw a starS joining c with c1, c2, . . . , ck by non-intersecting arcsγ1, γ2, . . . , γk. We will
suppose thatc1, c2, . . . , ck are numerated in such a way that in a counterclockwise rota
aroundc the arcγs , 1� s � k − 1, is followed by the arcγs+1. By definition, the cactus
λP is the preimage ofS under the mapP(z) :C → C. More precisely, we considerλP as
a (k + 1)-colored graph embedded into the Riemann sphere: vertices ofλP colored by the
sth color, where 1� s � k, are preimages of the pointcs, vertices colored by the(k + 1)th
color (to be definite we will suppose that it is the white color) are preimages of the poc,

and edges ofλP are preimages of the arcsγs, 1 � s � k. It is not difficult to show that the
graphλP is connected and has no cycles. Therefore,λP is a plane tree.

The valency of a non-white vertexz of λP coincides with the multiplicity ofz with
respect toP(z) while all white vertices ofλP are of the same valencyn = degP(z). The
set of all edges ofλP adjacent to a white vertexw is called astar of λP centered atw.

Clearly,λP hasnk edges andn stars. The set of stars ofλP is naturally identified with the
set of branches ofP −1(z) as follows. LetU be a simply connected domain containing
critical values ofP(z) such thatS \ {c1, c2, . . . , ck} ⊂ U. By the monodromy theorem i
U there existn single valued branches ofP −1(z). Any such a branchP −1

i (z), 1 � i � n,

mapsS \ {c1, c2, . . . , ck} into a star ofλP and we will label the corresponding star by t
symbolSi (see Fig. 1).

The cactusλP permits to reconstruct the monodromy groupGP of P(z). Indeed,GP is
generated by the permutationsgs ∈ Sn, 1� s � k, wheregs is defined by the condition tha
the analytic continuation of the element(P −1

i (z),U), 1� i � n, along a counterclockwis
oriented loopls aroundcs is the element(P −1

gs(i)
(z),U). Having in mind the identification

of the set of stars ofλP with the set of branches ofP −1(z), the permutationgs, 1� s � k,

can be identified with the permutation̂gs, 1 � s � k, acting on the set of starts ofλP in
the following way:ĝs sends the starSi, 1 � i � n, to the “next” one in a counterclockwis
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Fig. 1.

direction around its vertex of colors. For example, for the cactus shown on Fig. 1 we ha
g1 = (1)(2)(37)(4)(5)(6)(8), g2 = (1)(2)(3)(47)(56)(8), g3 = (1238)(4)(57)(6).

Note that sinceP(z) is a polynomial, the permutationg∞ = g1g2 . . . gk is a cycle of
lengthn. Usually, we will choose the numeration ofSi, 1 � i � n, in such a way that this
cycle coincides with the cycle(12. . . n).

2.3. Criterion

In this subsection we give explicit necessary and sufficient conditions forP(z), q(z) ∈
C[z] anda, b ∈ C, a �= b, to satisfy (1), (8). For this propose we choose the way of i
grationΓa,b connectinga, b so thatΓa,b would be a subset ofλP .

More precisely, for anyP(z) ∈ C[z] and a, b ∈ C let us define anextendedcactus
λ̃P = λ̃P (c1, c2, . . . , c

k̃
) as follows. Letc1, c2, . . . , ck̃

be all finite critical values ofP(z)

complemented byP(a) or P(b) (or by both of them) ifP(a) or P(b) is not a critical value
of P(z). Consider an extended starS̃ connectingc with c1, c2, . . . , ck̃

and set̃λP = P −1{S̃}
(we suppose thatc is chosen distinct fromP(a),P (b)). Clearly,λ̃P considered as ãk + 1
colored graph is still connected and has no cycles. Furthermore, by construction the
a, b are vertices of̃λP . Sinceλ̃P is connected there exists an oriented pathΓa,b ⊂ λ̃P with
the starting pointa and the ending pointb. Moreover, sincẽλP has no cycles there exis
exactly one such a path. We chooseΓa,b as a new way of integration.

Let U be a domain as in Section 2.2 and letQ(z) = ∫
q(z)dz be normalized by the

conditionQ(a) = Q(b) = 0. For eachs, 1 � s � k̃, define a linear combinationϕs(z) of
branchesQ(P −1

i (z)), 1� i � n, in U as follows. Set

ϕs(z) =
n∑

i=1

fs,iQ
(
P −1

i (z)
)
, (13)

wherefs,i �= 0 if and only if the pathΓa,b passes through a vertexv of the starSi colored
by thesth color (we do not take into account the starsSi for whichΓa,b ∩ Si contains only
the pointv). Furthermore, if under a moving alongΓa,b the vertexv is followed by the
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center ofSi thenfs,i = −1 otherwisefs,i = 1. As an example consider the cactus sho
on Fig. 1. Then for the pathΓa,b pictured by the fat line we have:

ϕ1(z) = −Q
(
P −1

2 (z)
) + Q

(
P −1

3 (z)
) − Q

(
P −1

7 (z)
)
,

ϕ2(z) = Q
(
P −1

7 (z)
) − Q

(
P −1

4 (z)
)
,

ϕ3(z) = Q
(
P −1

2 (z)
) − Q

(
P −1

3 (z)
) + Q

(
P −1

4 (z)
)
.

Theorem 2.1. Let P(z), q(z) ∈ C[z], a, b ∈ C, a �= b, and let λ̃P (c1, c2, . . . , ck̃
) be an

extended cactus corresponding to the collectionP(z), a, b. Then(1) holds if and only if
the equalityϕs(z) ≡ 0 holds inU for anys, 1� s � k̃.

Proof. Indeed, condition (8) is equivalent to the condition that the function

H(t) =
∫

Γa,b

Q(z)P ′(z)dz

P (z) − t

vanishes identically near infinity. On the other hand, using the change of variablez →
P(z), we can express the functionH(t) as a sum of Cauchy type integrals of algebr
functions as follows:

H(t) =
k̃∑

s=1

∫
γs

ϕs(z)

z − t
dz. (14)

Since this formula implies thatH(t) is analytic in a domainV = CP
1 \ S we see that the

vanishing ofH(t) near infinity is equivalent to the condition thatH(t) ≡ 0 in V.

Let z0 be an interior point ofγs, 1� s � k̃. Then by the well-known boundary proper
of Cauchy type integrals (see e.g. [12]) we have:

lim
t→z0

+H(t) − lim
t→z0

−H(t) = ϕs(t0),

where the limits are taken respectively fort tending toz0 from the “left” and from the
“right” parts ofV with respect toγs. If H(t) ≡ 0 in V, then

lim
t→z0

+H(t) = lim
t→z0

−H(t) = 0,

and, therefore,ϕs(z0) = 0. Since this equality holds for any interior pointz0 of any arcγs,

1 � s � k̃, we conclude thatϕs(z) ≡ 0, 1 � s � k̃, in U. On the other hand, ifϕs(z) ≡ 0,

1� s � k̃, in U, then it follows directly from formula (14) thatH(t) ≡ 0 in V.

Note that some of equationsϕs(z) ≡ 0, 1� s � k̃, could be trivial. This happens exact
for the valuess such that the pathΓa,b does not pass through vertices colored by thesth
color. Note also that Eqs. (13) are linearly dependent. Indeed, for eachi such that there
exists an indexs, 1 � s � k̃, with fs,i �= 0 there exist exactly two such indicess1, s2 and
cs1,i = −cs2,i . Therefore, the equality

k̃∑
s=1

ϕs(t) = 0

holds inU . �
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2.4. Checking the criterion

Let P(z),Q(z) ∈ C[z], degP(z) = n, degQ(z) = m. Let U be a simply connecte
domain containing no critical values ofP(z) and letP −1

i (z), 1 � i � n, be branches o
P −1(z) in U. In this subsection we provide a simple estimation for the order of a ze
U of a function of the form

ψ(z) =
n∑

i=1

fiQ
(
P −1

i (z)
)
, fi ∈ C,

via the degrees ofP(z) and Q(z). This reduces the verification of the criterion to t
calculation of a finite set of initial coefficients of Puiseux expansions of functions
and, as a corollary, provides a practical method for checking an infinite set of Eq. (1
finite number of steps.

Lemma 2.1. If ψ(z) �= 0 thenψ(z) satisfies an equation

yN(z) + a1(z)y
N−1(z) + · · · + aN(z) = 0, (15)

where aj (z) ∈ C[z], aN(z) �= 0, and N � n!. Furthermore, degaj (z) � (m/n)j ,

1� j � N.

Proof. Indeed, ifψ(z) �= 0 then, sinceψ(z) is a sum of algebraic functions,ψ(z) itself is
an algebraic function and therefore satisfies an algebraic equation (15) withai(z) ∈ C(z),

1� j � N. Furthermore, we can suppose that this equation is irreducible. ThenaN(z) �= 0
and the numberN coincides with the number of different analytic continuationsψj (z)

of ψ(z) along closed curves. Clearly,N can be bounded by the numberN1 of different
elements of the monodromy group ofP(z). In its turn,N1 is bounded by the number o
elements of the full symmetric groupSn. Hence,N � n!.

Furthermore, sinceP(z), Q(z) are polynomials, the rational functionsaj (z),

1 � j � N, as the symmetric functions ofψj(z), 1 � j � N, have no poles inC and
therefore are polynomials. Finally, since near infinity branchesP −1

i (z), 1 � i � n, of
P −1(z) are represented by the Puiseux series

P −1
i (z) =

∞∑
k=−1

vkε
ik
n z−k/n, vk ∈ C, εn = exp(2πi/n), (16)

the first non-zero exponent of the Puiseux series at infinity for the functionsψj(z),

1� j � N, is less or equal thanm/n. It follows that degaj (z) � (m/n)j , 1� j � N. �
Corollary 2.1. Let z0 ∈ U. To verify thatψ(z) ≡ 0 it is enough to check that the fir
(m/n)n! + 1 coefficients of the seriesψ(z) = ∑∞

k=0 wk(z − z0)
k vanish.

Proof. Indeed, suppose that ordz0 ψ(z) > (m/n)n! but ψ(z) �= 0. Then, by Lemma 2.1
ψ(z) satisfies (15), where degaj (z) � (m/n)j � (m/n)n!, 1 � j � N, and aN �= 0. It
follows that

ordz

{
ψN(z)

}
> ordz

{
ai (z)ψN−i1(z)

}
> · · · > ordz

{
ai (z)ψN−ik (z)

}
,
0 0 1 0 k
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where 0< i1 < i2 < · · · < ik = N are all indices for whichai(z) �= 0. Therefore,

ordz0

{
ψN(z) + a1(z)ψ

N−1(z) + · · · + aN(z)
} = ordz0

{
aN(z)

}
< ∞

in contradiction with equality (15). �

3. Definite polynomials

In this section, as a first application of Theorem 2.1, we provide a number of cond
on a collectionP(z), a, b, whereP(z) ∈ C[z], a, b ∈ C, a �= b, under which conditions
(1) and (2) are equivalent; such collections are calleddefiniteand are of interest because
applications to the Abel equation (see [1,7,8]).

3.1. A combinatorial condition for a change of variable

The simplest form of the equalityϕs(z) = 0 is equality (4). Furthermore, (4) has a cle
compositional meaning.

Lemma 3.1. The equality(4) holds if and only if

P(z) = P̃
(
W(z)

)
, Q(z) = Q̃

(
W(z)

)
(17)

for some polynomials̃P (z), Q̃(z), W(z) with degW(z) > 1.

The proof of this lemma easily follows from the Lüroth theorem (see e.g. [14,19
condition (17) is satisfied we say thatpolynomialsP(z), Q(z) have a(non-trivial) common
right divisor in the composition algebra of polynomials.

Below we give a convenient combinatorial condition on a collectionP(z), a, b which
implies that for anyq(z) satisfying (1) polynomialsP(z), Q(z) = ∫

q(z)dz have a com-
mon right divisor in the composition algebra of polynomials. The use of this cond
permits, after the change of variablez → W(z), to reduce the solution of the polynomi
moment problem for a polynomialP(z) to that for a polynomial of lesser degreeP̃ (z).

Let λ̃P be ak̃ + 1 colored extended cactus corresponding to a collectionP(z), a, b and
let Γa,b be the path connecting pointsa, b on λ̃P . For eachs, 1� s � k̃, define the weigh
w(s) of the sth color onΓa,b as a number of verticesv ∈ Γa,b colored by thesth color
with the convention that verticesa, b are counted with the coefficient 1/2. For example,
for Γa,b shown on Fig. 1 we havew(1) = w(3) = 3/2, w(2) = 1.

Theorem 3.1. Let P(z), q(z) ∈ C[z], q(z) �= 0, a, b ∈ C, a �= b satisfy(1). Suppose tha
there existss, 1 � s � k̃, such thatw(s) = 1 on Γa,b. ThenP(z), Q(z) have a common
right divisor in the composition algebra.

Proof. Indeed, the construction ofΓa,b implies that ifw(s) = 1, thenfs,i �= 0 exactly for
two valuesi1, i2, 1 � i1, i2 � n. Moreover, for these values we havecs,i1 = −cs,i2 and
hence the equalityϕs(z) = 0 reduces to (4). Therefore,P(z) andQ(z) have a common
right divisor in the composition algebra by Lemma 3.1.�
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3.2. Reduction

Although condition (17) in general is weaker than condition (2) it turns out that in o
to prove that for any collectionP(z), a, b, a �= b, satisfying some conditionR condi-
tions (1) and (2) are equivalent it is often enough to show that for any such a colle
condition (1) implies condition (17). Say that a conditionR is compositionally stableif
for any collectionP(z), a, b, a �= b, satisfyingR such thatP(z) = P̃ (W(z)) for some
P̃ (z),W(z) ∈ C[z], degW(z) > 1, W(a) �= W(b), the collectionP̃ (z),W(a), W(b) also
satisfiesR. For instance, the following condition is compositional stable: at least one
from a, b is not a critical point ofP(z). An other example of a compositional stable co
dition is the following one: degP(z) = pr, wherep is a prime.

Lemma 3.2. Let R be a compositionally stable condition. Suppose that for any co
tion P(z), a, b, a �= b, satisfyingR, condition(1) implies condition(17). Then for any
collectionP(z), a, b, a �= b, satisfyingR conditions(1) and(2) are equivalent.

Proof. Let P(z), a, b be a collection satisfyingR. Suppose that (1) holds for someq(z) ∈
C[z]. Then by condition equality (17) holds and henceC(P,Q) is a proper subfield o
C(z). Therefore, by the Lüroth theorem

C(P,Q) = C(W1) (18)

for some rational functionW1(z), degW1(z) > 1, and without loss of generality we ca
assume thatW1(z) is a polynomial. It follows that

P(z) = P1
(
W1(z)

)
, Q(z) = Q1

(
W1(z)

)
(19)

for some polynomialsP1(z), Q1(z) such thatP1(z) andQ1(z) have no a common right d
visor in the composition algebra. To prove the lemma it is enough to show that the eq
W1(a) = W1(b) holds.

Let us suppose the contrary. Performing the change of variablez → W1(z) we see tha
condition (1) is satisfied also forP1(z),Q

′
1(z),W1(a),W1(b). Therefore, sinceR is com-

positionally stable, it follows from the condition of the lemma thatC(P1,Q1) is a proper
subfield ofC(z) and therefore equalities

P1(z) = P2
(
W2(z)

)
, Q1(z) = Q2

(
W2(z)

)
hold for someP2(z),Q2(z),W2(z) ∈ C[z] with degW2(z) > 1. This contradicts the fac
thatP1(z), Q1(z) have no a common right divisor in the composition algebra. There
W1(a) = W1(b). �
3.3. Description of some classes of definite polynomials

As a first application of Theorem 3.1 and Lemma 3.2 we give a simple proof o
following assertion conjectured in [17].

Corollary 3.1. Let P(z), q(z) ∈ C[z], q(z) �= 0, a, b ∈ C, a �= b. Suppose thatP(a) =
P(b) = c1 and that all the points of the preimageP −1(c1) except possiblya, b are not
critical points ofP(z). Then conditions(1) and(2) are equivalent.
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Proof. Since the chain rule implies that the condition of the corollary is composition
stable it is enough to show thatP(z), Q(z) have a common right divisor in the com
position algebra. To establish it observe thatΓa,b cannot pass through vertices ofλP of
the valency 1 distinct froma, b. Therefore, the condition of the corollary implies th
w(1) = 1. It follows now from Theorem 3.1 thatP(z), Q(z) have a common right diviso
in the composition algebra.�

A slight modification of the idea used in the proof of Corollary 3.1 leads to the follow
statement.

Corollary 3.2. Let P(z), q(z) ∈ C[z], q(z) �= 0, a, b ∈ C, a �= b. Suppose thatP(a) =
P(b) = c1 and that for any critical valuec of P(z) except possiblyc1 the preimageP −1(c)

contains only one critical point. Then conditions(1) and(2) are equivalent.

Proof. Again, it follows from the chain rule that the condition of the corollary is com
sitionally stable. Furthermore, observe that the pathΓa,b contains at least one vertexv of a
color s �= 1. SinceΓa,b cannot pass through vertices of the valency 1 distinct froma, b, it
follows from the condition of the corollary that the equalityw(s) = 1 holds and, therefore
by Theorem 3.1,P(z), Q(z) have a common right divisor in the composition algebra.�

Finally, we give a new proof of an assertion from the paper [17] which provides
geometric condition for a collectionP(z), a, b to be definite. It turns out that this asserti
actually also can be regarded as a particular case of Theorem 3.1. For a curveM denote by
VM,∞ the domain from the collection of domainsCP

1 \ M which contains infinity. For an
oriented curveL and pointsd1, d2 ∈ L denote byLd1,d2 the part ofL betweend1 andd2.

Corollary 3.3. Let P(z), q(z) ∈ C[z], q(z) �= 0, a, b ∈ C, a �= b. Suppose thatP(a) =
P(b) = c1 and that there exists a curveL connecting pointsa, b such thatc1 is a simple
point ofP(L) andc1 ∈ ∂VP(L),∞. Then conditions(1) and(2) are equivalent.

Proof. We will keep the notation introduced in Section 2.2 and 2.3. Leta+ (resp.b−)
be a point onL near the pointa (resp.b) and letU be a simply connected domain co
taining no critical values ofP(z) such that the setsS \ {c1, c2, . . . , ck̃

}, P (La,a+) \ c1,

andP(Lb−,b) \ c1 are subsets ofU. Recall that there is a natural correspondence betw
branchesP −1

i (z), 1 � i � n, of P −1(z) in U and stars of the cactusλP : branchP −1
i (z)

mapsU on a domainUi containingSi.

Denote byUj1 (resp.Uj2) the domain containing the pointa+ (resp.b−). Then by
construction the result of the analytic continuation of the element(P −1

j1
(z),U) along the

curveP(La+,b−) is the element(P −1
j2

(z),U). Let c0 be an interior point ofU close toc1.

Consider a small deformationM of the curveP(L) obtained as follows: change the part
P(L) connectingc1 andP(a+) to an arcγ + ⊂ U connectingc0 with P(a+) and, similarly,
change the part ofP(L) connectingP(b−) andc1 to an arcγ − ⊂ U connectingP(b−)

andc0 (see Fig. 2).
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Let now lM = l
j1
i1

l
j2
i2

. . . l
jr

ir
be the image of the curveM in the fundamental grou

π1(X, c0), whereX = CP
1 \ {c1, c2, c3, . . . , ck}. Since the result of the analytic conti

uation of the element(P −1
j1

(z),U) along the curveM is still the element(P −1
j2

(z),U), the
final element of the chain of stars

Ω = 〈
Sj1, Sg

j1
i1

(j)
, S

g
j1
i1

g
j2
i2

(j)
, S

g
j1
i1

g
j2
i2

g
j3
i3

(j)
, . . . , S

g
j1
i1

g
j2
i2

...g
jr
ir

(j)

〉

is the starSj2. In particular, the pathΓa,b is contained inΩ. Sincec1 ∈ VM,∞, the loopl1
does not appear among the loopsli1, li2, . . . , lir . Therefore, the common vertex of any tw
successive stars in the chainΩ is not contained in the setP −1(c1). In particular, among
of vertices ofΓa,b there are no preimages ofc1 distinct froma, b and hencew(1) = 1
onΓa,b.

To finish the proof notice that the condition of the corollary is compositionally sta
Indeed, ifL is a curve connecting pointsa, b such thatc1 = P(a) = P(b) is a simple
point of P(L) and c1 ∈ ∂VP(L),∞, then obviouslyW(L) is a curve connecting point
W(a),W(b) such thatc1 = P̃ (W(a)) = P̃ (W(b)) is a simple point ofP̃ (W(L)) and
c1 ∈ ∂V

P̃ (W(L)),∞. �

4. Monodromy lemma and its corollaries

4.1. A necessary condition for (1) to be satisfied

While an explicit form of system (5) depends on the collectionP(z), a, b, there exists
a necessary condition for (1) to be satisfied the form of which is invariant with re
to P(z), a, b. Let U be a simply connected domain containing no critical value
P(z) such thatS \ {c1, c2, . . . , ck̃

} ⊂ U. Denote byP −1
a1

(z),P −1
a2

(z), . . . ,P −1
ada

(z) (resp.

P −1
b1

(z),P −1
b2

(z), . . . ,P −1
bdb

(z)) the branches ofP −1(z) in U which map points close t

P(a) (resp.P(b)) to points close toa (resp.b). In particular,da (resp.db) equals the mul-
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tiplicity of the pointa (resp.b) with respect toP(z). It was shown in [14] forP(a) = P(b)

and in [17] in general case that condition (1) implies the equality

1

da

da∑
s=1

Q
(
P −1

as
(z)

) = 1

db

db∑
s=1

Q
(
P −1

bs
(z)

)
, (20)

if P(a) = P(b), or the system

1

da

da∑
s=1

Q
(
P −1

as
(z)

) = 0,
1

db

db∑
s=1

Q
(
P −1

bs
(z)

) = 0, (21)

if P(a) �= P(b), where as aboveQ(z) = ∫
q(z)dz is normalized by the conditio

Q(a) = Q(b) = 0. For the sake of self-containedness of this paper we provide bel
short derivation of (20), (21) from Theorem 2.1.

Proposition 4.1. Suppose that condition(1) holds. Then, ifP(a) = P(b), Eq. (20) holds
in U . Furthermore, ifP(a) �= P(b), then system(21)holds inU.

Proof. Suppose first thatP(a) = P(b) = c1. Examine the relation

ϕ1(z) =
n∑

i=1

f1,iQ
(
P −1

i (z)
) = 0.

Let i, 1� i � n, be an index such thatf1,i �= 0 and letx be a vertex of the starSi such that
P(x) = c1. Observe that ifx �= a, x �= b, then there exists an indexĩ such thatx also is
a vertex of the starS

ĩ
andf1,ĩ

= −f1,i . Furthermore, we havẽi = g
j

1(i) for some natura
numberj. Therefore,ϕ1(z) has the form

ϕ1(z) = −Q
(
P −1

ia
(z)

) + Q
(
P −1

i1
(z)

) − Q
(
P −1

g
j1
1 (i1)

(z)
) + · · ·

+ Q
(
P −1

ir
(z)

) − Q
(
P −1

g
jr
1 (ir )

(z)
) + Q

(
P −1

ib
(z)

) = 0,

whereia (resp.ib) is the index such thata ⊂ Sia (resp.b ⊂ Sib ), i1, i2, . . . , ir are some
other indices andj1, j2, . . . , jr are some natural numbers.

Let n1 be the order of the elementg1 in the groupGP . For eachs, 0� s � n1 − 1, the
equality

−Q
(
P −1

gs
1(ia)

(z)
) + Q

(
P −1

gs
1(i1)

(z)
) − Q

(
P −1

g
j1+s

1 (i1)
(z)

) + · · ·
+ Q

(
P −1

gs
1(ir )

(z)
) − Q

(
P −1

g
jr+s
1 (ir )

(z)
) + Q

(
P −1

gs
1(ib)

(z)
) = 0

holds by the analytic continuation of the equalityϕ1(z) = 0. Summing these equalities an
taking into account that for anyi, 1� i � n, and any natural numberj we have:

n1−1∑
s=0

Q
(
P −1

gs
1(i)

(z)
) =

n1−1∑
s=0

Q
(
P −1

g
j+s
1 (i)

(z)
)
,

we obtain equality (20).
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In the case whenP(a) �= P(b) the proof is similar: ifP(a) = c1, P (b) = c2, then one
must examine relationsϕ1(z) = 0 andϕ2(z) = 0. �

Note that if pointsa, b are not critical points ofP(z), then (20) reduces to (4) while (21
leads to the equalityq(z) ≡ 0. In view of Lemmas 3.1 and 3.2 this implies immediately
following result from [9] (see also [14,17]).

Corollary 4.1. LetP(z), q(z) ∈ C[z], q(z) �= 0, a, b ∈ C, a �= b. Suppose thata, b are not
critical points ofP(z). Then conditions(1) and(2) are equivalent.

4.2. Relations between branches ofQ(P −1(z))

In this subsection we examine how linear relations between branche
Q(P −1(z)) over C reflect on the structure of coefficients of the Puiseux expansio
Q(P −1(z)) near infinity.

Let P(z) be a non-constant polynomial of degreen and letz0 ∈ C be a non-critical
value ofP(z). If |z0| is sufficiently large then in a neighborhoodUz0 of z0 each branch
of P −1(z) can be represented by a Puiseux series centered at infinity. More precis
P −1

0 (z) is a fixed branch ofP −1(z) nearz0 then inUz0 we have:

P −1
0 (z) =

∞∑
k=−1

vkz
−k/n, vk ∈ C, εn = exp(2πi/n),

wherez1/n is a branch of the algebraic function which is inverse tozn in Uz0. If l is a loop
around infinity then the result of the analytic continuation of the branchP −1

0 (z) alonglj ,

0� j � n − 1, is represented by the series

P −1
j (z) =

∞∑
k=−1

vkε
jk
n z−k/n. (22)

The numeration of branches ofP −1(z) nearz0 defined by Eq. (22) is called canonica
Clearly, such a numeration depends on the choice ofP −1

0 (z). Nevertheless, any canonic
numeration induces the same cyclic ordering of branches ofP −1(z) in Uz0. This cyclic or-
dering also will be called canonical. For any non-zero polynomialQ(z), degQ(z) = m, the
compositionQ(P −1

j (z)), 0 � j � n − 1, is represented nearz0 by the series (6) obtaine
by the substitution of series (22) inQ(z).

Let U be a simply-connected domain containing no critical values ofP(z) such that
some linear combination of branches ofQ(P −1(z)) over C identically vanishes inU .
Considering in case of necessity a bigger domain we can suppose without loss of ge
that∞ ∈ ∂U. Then series (22) converge in a domainV ⊂ U. Furthermore, we can assum
that the numeration of branches ofP −1(z) in U is induced by a canonical numeration
branches ofP −1(z) in V . If equality

n−1∑
fjQ

(
P −1

j (z)
) = 0, fj ∈ C, (23)
i=0
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holds inU, then substituting in (23) expansions (6) we see that (23) reduces to the s

n−1∑
j=0

fjukε
kj
n = 0, k � −m.

Introducing the notationF(z) = ∑n−1
j=0 fj z

j and summing up we get:

Lemma 4.1. The equality(23) holds inU if and only if for anyk � −m eitheruk = 0 or
F(εk

n) = 0.

In particular, since alluk can not vanish and degF(z) < n, the following statement i
true.

Corollary 4.2. If equality(23)holds inU thenF(εr
n) = 0 for at least oner, 0� r � n − 1.

On the other hand, for at least oner, 0 � r � n − 1, the equalityuk = 0 holds wheneve
k ≡ r modn.

4.3. Lemma about monodromy groups of polynomials

In order to relate Eqs. (20), (21) with coefficients of the Puiseux expansio
Q(P −1(z)) near infinity we are going to examine which roots of unity can be root
the corresponding polynomial

r(z) = 1

da

da∑
s=1

zas − 1

db

db∑
s=1

zbs , (24)

or common roots of the corresponding pair of polynomials

r1(z) = 1

da

da∑
s=1

zas , r2(z) = 1

db

db∑
s=1

zbs . (25)

For this propose we establish now a geometric property of monodromy groups of p
mials which concerns the mutual arrangement of indicesa1, a2, . . . , ada andb1, b2, . . . , bdb

under assumption that the numeration of branches is canonical.
Let P(z) ∈ C[z], degP(z) = n, a, b ∈ C, a �= b. Let U be a simply-connected do

main containing no critical values ofP(z) such thatP(a),P (b),∞ ∈ ∂U. Fix a canon-
ical numeration of branches ofP −1(z) in U and letP −1

u1
(z), P −1

u2
(z), . . . ,P −1

uda
(z) (resp.

P −1
v1

(z),P −1
v2

(z), . . . ,P −1
vdb

(z)) be the branches ofP −1(z) in U which map points close t
P(a) (resp.P(b)) to points close to the pointa (resp.b) numbered by means of this n
meration. The lemma below describes the mutual position on the unit circle of th

V (a) = {εa1
n , ε

a2
n , . . . , ε

ada
n } andV (b) = {εb1

n , ε
b2
n , . . . , ε

bdb
n }, whereεn = exp(2πi/n).

Let us introduce the following definitions. Say that two sets of pointsX,Y on the unit
circle S1 aredisjointedif there exists1, s2 ∈ S1 such that all points fromX are on the one
of two connected components ofS1 \ {s1, s2} while all points fromY are on the other one
Say thatX,Y arealmost disjointedif X ∩ Y consists of a single points1 and there exists
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point s2 ∈ S1 such that all points fromX \ s1 are on the one of two connected compone
of S1 \ {s1, s2} while all points fromY \ s1 are on the other one.

Monodromy Lemma. The setsV (a) andV (b) are disjointed or almost disjointed. Fu
thermore, ifP(a) = P(b) thenV (a) andV (b) are disjointed.

Proof. Consider first the case whenP(a) = P(b). Let M ⊂ U be a simple curve con
necting pointsP(a) = P(b) and∞. Consider the preimageP −1{M} of M under the map
P(z) :CP

1 → CP
1. It is convenient to considerP −1{M} as a bicolored graphΩ embed-

ded into the Riemann sphere: the black vertices ofΩ are preimages ofP(a) = P(b),

the unique white vertex is the preimage of∞, and the edges ofΩ are preimages ofM
(see Fig. 3). Since the multiplicity of the vertex∞ equalsn andΩ hasn edges,Ω is con-
nected. The edges ofΩ are identified with branches ofP −1(z) in U as follows: to a branch
P −1

k (z), 1 � k � n, corresponds the edgeek such thatP −1
k (z) mapsM \ {P(a),∞} into

ek. In particular, the canonical cyclic ordering of branches ofP −1(z) in U induces a cyclic
ordering on edges ofΩ.

For any vertexv of Ω the orientation ofCP
1 induces a natural cyclic ordering on edg

of Ω adjacent tov. In particular, takingv = ∞, we obtain a cyclic ordering on edges ofΩ.

Clearly, this cyclic ordering coincides with that induced by the canonical cyclic orderi
branches ofP −1(z) in U. Let Ea = {ea1, ea2, . . . , eada

} (resp.Eb = {eb1, eb2, . . . , ebdb
}) be

the union of edges ofΩ which are adjacent to the vertexa (resp.b). Let D be the domain
from the collection of domainsCP

1 \ Ea which contains pointb and letes, et ∈ Ea be the
edges which boundD. Clearly, all the edges fromEa are contained inCP1 \D. Therefore,
the lemma is equivalent to the following statement: the domainD containseh \ ∞ for all
eh ∈ Eb. But the last statement is a corollary of the Jordan theorem since an edgeeh ∈ Eb

can intersectes or et only at infinity.
In the case whenP(a) �= P(b) the proof is modified as follows. Divide the bounda

of U into three partsM1,M2,M3, whereM1 connects the point∞ with the pointP(a),

M2 connects the point∞ with the pointP(b), andM3 connects the pointP(a) with the
point P(b). Consider nowP −1{∂U} as a graphΩ embedded into the Riemann sphe
The vertices ofΩ are divided into three groups: the first one consists of vertices tha
preimages of∞, the second one consists of vertices that are preimages ofP(b), and the
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third one consists of vertices that are preimages ofP(a). Similarly, the edges ofΩ also
are divided into three groups: the first one consists of edges that are preimages ofM1, the
second one consists of edges that are preimages ofM2, and the third one consists of edg
that are preimages ofM3. Finally, the faces ofΩ are divided into two groups: the fir
one consists of faces that are preimages ofU and the second one consists of faces that
preimages ofCP

1 \ U (see Fig. 4).
The faces from the first group are identified with branches ofP −1(z) in U as follows:

to a branchP −1
k (z), 1� k � n, corresponds the facefk such thatP −1

k (z) maps bijectively
U on fk \ ∂fk. The edges from the corresponding groups which boundfk will be denoted
by e1

k, e
2
k, e

3
k correspondingly. Note that in a counterclockwise direction around infinity

edgee1
k, 1 � k � n, is followed by the edgee2

k . The canonical cyclic ordering of branch
of P −1(z) in U induces a cyclic ordering of faces ofΩ belonging to the first group o
faces. Clearly, this ordering coincides with the natural ordering induced by the orien
of CP

1.

Let E1
a = {e1

a1
, e1

a2
, . . . , e1

ada
} (resp.E2

b = {e2
b1

, e2
b2

, . . . , e2
bdb

}) be the union of edge

from the first (resp. the second) groupΩ which are adjacent to the vertexa (resp.b). Let
D be the domain from the collection of domainsCP

1 \ E1
a which contains pointb. Once

again the Jordan theorem implies that all the edges fromE1
a are contained inCP

1 \ D

while D containse2
h \∞ for all e2

h ∈ E2
b . Taking into account that for anyk, 1� k � n, the

edgee1
k is followed bye2

k this fact implies thatV (a) andV (b) are almost disjointed. Not
that, in contrast to the case whenP(a) = P(b), now the setsV (a) andV (b) can have a
non-empty intersection consisting of a single element.�
4.4. On coefficients of Puiseux expansion ofQ(P −1(z))

In this subsection we deduce from the monodromy lemma the following important
erty of the Puiseux expansion (6) for pairsP(z),Q(z) satisfying (20), (21).

Theorem 4.1. LetP(z),Q(z) ∈ C[z], degP(z) = n, a, b ∈ C, a �= b. Suppose that(20)or
(21)holds. Thenuk = 0 for anyk such thatGCD(k, n) = 1.
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Proof. Suppose first thatP(a) = P(b). Then Lemma 4.1 implies thatuk = 0 whenever
the numberεk

n is not a root of the polynomial (24). Let us show that if GCD(k, n) = 1 then
the equalityr(εk

n) = 0 is impossible. Indeed, if(k, n) = 1, thenεk
n is a primitiventh root

of unity. Since thenth cyclotomic polynomialΦn(z) is irreducible overZ, the equality
r(εk

n) = 0 implies thatΦn(z) divides r(z) in the ringZ[z]. Therefore, the primitiventh
root of unityεn = exp(2πi/n) also is a root ofr(z) and hence the equality

da∑
s=1

εas
n /da =

db∑
s=1

εbs
n /db

holds. The last equality is equivalent to the statement that the mass centers of the seV (a)

andV (b) coincide. But this contradicts to the monodromy lemma. Indeed, the mass
of a system of points inC is inside of the convex envelope of this system and therefore
mass centers of disjointed sets must be distinct.

If P(a) �= P(b) then, similarly, the inequalityuk �= 0 for GCD(k, n) = 1 implies that

da∑
s=1

εas
n /da = 0,

db∑
s=1

εbs
n /db = 0.

But this again contradicts the monodromy lemma. Indeed, the fact that the setsV (a) and
V (b) are almost disjointed implies that at least one from these sets is contained in a
half plane bounded by a line passing through the origin and therefore the mass ce
this set is distinct from zero.�
Corollary 4.3. Let P(z), q(z) ∈ C[z], q(z) �= 0, degP(z) = n, degQ(z) = m, a,b ∈ C,

a �= b. Suppose that(1) holds. ThenGCD(m,n) > 1.

Proof. Since in expansions (22) the coefficientv−1 is distinct from zero, the coefficien
u−m = vm

−1 in expansions (6) also is distinct from zero. Since (1) implies (20) or (21
Proposition 4.1, it follows now from Theorem 4.1 that GCD(m,n) > 1. �

Notice that Theorem 4.1 agrees with conjecture (3). Indeed, if

Q(z) = Q̃1
(
W1(z)

) + Q̃1
(
W1(z)

) + · · · + Q̃r

(
Wr(z)

)
, (26)

whereW1(z),W2(z), . . . ,Wr(z) are (non-trivial) right divisors ofP(z) in the composition
algebra,

P(z) = P̃1
(
W1(z)

) = P̃2
(
W2(z)

) = · · · = P̃r

(
Wr(z)

)
,

then the expansion (6) has the form

Q
(
P −1(z)

) = Q̃1
(
P̃ −1

1 (z)
) + Q̃2

(
P̃ −1

2 (z)
) + · · · + Q̃r

(
P̃ −1

r (z)
)
.

Since degP̃j (z) < n, 1 � j � r, it follows easily thatuk = 0 for any k such that
GCD(k, n) = 1. Conjecturally, vice versa, equalitiesuk = 0 for all k with GCD(k, n) = 1
imply that Q(z) has form (26) at least under some additional assumptions. We pl
discuss this topic in another paper.
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5. Further description of definite polynomials

5.1. Case whena or b is not a critical point ofP(z)

As a first application of the Puiseux expansions technique we provide in this subs
the following generalization of Corollary 4.1.

Theorem 5.1. Let P(z), q(z) ∈ C[z], q(z) �= 0, a, b ∈ C, a �= b. Suppose that at least on
from pointsa andb is not a critical point of the polynomialP(z). Then conditions(1) and
(2) are equivalent.

Proof. Since the condition of the theorem is compositionally stable it follows from L
mas 3.2, 3.1 that we only must show that equality (4) holds. To be definite suppose t
pointa is not a critical point ofP(z). By Proposition 4.1 either the system

Q
(
p−1

a1
(z)

) = 0,

db∑
s=1

Q
(
p−1

bs
(z)

) = 0 (27)

or the equality

Q
(
p−1

a1
(z)

) = 1

db

db∑
s=1

Q
(
p−1

bs
(z)

)
(28)

holds. Nevertheless, since the first equation of system (27) leads to the equalityq(z) ≡ 0,

we only must consider Eq. (28).
Applying Lemma 4.1 we see that for anyk such thatuk �= 0 the equality

db

(
εk
n

)a1 =
db∑

s=1

(
εk
n

)bs

holds. The triangle inequality implies that this is possible only if
(
εk
n

)a1 = (
εk
n

)b1 = (
εk
n

)b2 = · · · = (
εk
n

)bdb .

Therefore,

Q
(
p−1

a1
(z)

) = Q
(
p−1

b1
(z)

) = Q
(
p−1

b2
(z)

) = · · · = Q
(
p−1

bds
(z)

)
. �

5.2. Case whendegP(z) = pr

In this subsection we deduce from Theorem 4.1 the solution of the polynomial mo
problem in the case when degP(z) = pr for p prime.

Theorem 5.2. Let P(z), q(z) ∈ C[z], q(z) �= 0, a, b ∈ C, a �= b. Suppose thatdegP(z) =
pr, wherep is a prime number. Then conditions(1) and(2) are equivalent.
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Proof. Again, since the condition of the theorem is compositionally stable, it is enou
show that (4) holds. Consider expansion (6). By Theorem 4.1 the equalityuk = 0 holds for
anyk with GCD(k,pr) = 1. Show that this fact implies the equality

Q
(
P −1

j (z)
) = Q

(
P −1

j+pr−1(z)
)

for anyj, 0� j � n − 1. Indeed, we have:

Q
(
P −1

j (z)
) − Q

(
P −1

j+pr−1(z)
) =

∞∑
k=−m

wkz
−k/n,

where

wk = uk

(
ε
jk
pr − ε

(j+pr−1)k
pr

)
.

If GCD(k,pr) = 1 thenuk = 0 and hencewk = 0. Otherwise,k = pk̃ for somek̃ ∈ Z.

Therefore,

ε
(j+pr−1)k
pr = ε

jk
pr ε

pr k̃
pr = ε

jk
pr

and hence againwk = 0. �
5.3. Case whenP(z) is indecomposable

Theorems 2.1, 5.2 allow us to give a short proof of the theorem proved in [1
which describes solutions to (1) in case whenP(z) is indecomposable that is cann
be represented as a compositionP(z) = P1(P2(z)) with non-linear polynomialsP1(z),

P2(z).

Theorem 5.3. Let P(z), q(z) ∈ C[z], q(z) �= 0, a, b ∈ C, a �= b. Suppose thatP(z) is
indecomposable. Then conditions(1) and (2) are equivalent. In more details,Q(z) is a
polynomial inP(z) andP(a) = P(b).

Proof. Once again we only must prove that (4) holds. Suppose the contrary that is t
Q(P −1

i (z)), 1 � i � n, wheren = degP(z) are different; then the monodromy groupG

of the algebraic functionQ(P −1(z)) obtained by the complete analytic continuation
Q(P −1

i (z)), 1 � i � n, coincides with that ofP −1(z). SinceP(z) is indecomposable,G
is primitive by the Ritt theorem [18]. Since for the case whenn = degP(z) is a prime
number the statement follows from Theorem 5.2 we can suppose thatn is a compos-
ite number. By the Schur theorem (see e.g. [21, Theorem 25.3]) a primitive per
tion group of composite degreen which contains ann-cycle is doubly transitive. Reca
now the following fact: rootsαi, 1 � i � n, of an irreducible algebraic equation over
field k of characteristic zero with doubly transitive Galois group cannot satisfy any
tion

n∑
ciαi = 0, ci ∈ k,
i=1
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except the case whenc1 = c2 = · · · = cn (see [10, Proposition 4], or, in the context
algebraic functions [14, Lemma 2]. Since the monodromy group of an algebraic fun
coincides with the Galois group of the equation overC(z) which defines this function, i
follows that if all Q(P −1

i (z)), 1 � i � n, are different, then equality (23) is possible on
when

f1 = f2 = · · · = fn. (29)

On the other hand, for any non-trivial equationϕs(z) = 0 appeared in Theorem 2.1 th
equality (29) is impossible by construction. This contradiction completes the proof.�

6. Solution of the polynomial moment problem for polynomials of degree less
than 10

In this section we provide a complete solution of the polynomial moment problem
polynomials of degree less than 10.

For an extended cactusλ̃P and a pathΓa,b definethe skeletonΓ̂a,b of Γa,b as follows.
Draw the pathΓa,b separately from the graph̃λP and erase all its white vertices. Numb
the edges of the obtained graphΓ̂a,b so that the number of an edgeek coincides with the
number of the starSk of λ̃P for which ek ⊂ Sk. The number of edges of̂Γa,b is called the
lengthl(Γ̂a,b) of Γ̂a,b. For example, the skeleton̂Γa,b of the pathΓa,b from Fig. 1 is shown
on Fig. 5; herel(Γ̂a,b) = 4.

Theorem 6.1. Let P(z), q(z) ∈ C[z], q(z) �= 0, a, b ∈ C, a �= b, satisfy(1). Suppose tha
degP(z) < 10. Then either condition(2) holds or there exist linear functionsL1(z), L2(z)

such that

L2
(
P

(
L1(z)

)) = T6(z), L−1
1 (a) = −√

3/2, L−1
1 (b) = √

3/2,

and

Q
(
L1(z)

) = A
(
T3(z)

) + B
(
T2(z)

)
for someA(z),B(z) ∈ C[z].

Proof. First of all observe that any natural numbern < 10 distinct from 6 is either a prim
number or a degree of a prime number. Therefore, it follows from Theorem 5.2 t
suffices to consider the case when degP(z) = 6. Furthermore, in view of Theorem 5.1 w
can suppose that the pointsa, b are critical points ofP(z). Finally notice that in order to
prove that condition (2) holds forP(z), q(z) satisfying (1) with degP(z) = 6 it is enough
to establish equality (17). Indeed, ifW(a) �= W(b) in (17) then performing the change
variablez → W(z) we see that (1) holds for̃P(z), Q̃(z),W(a),W(b). If degW(z) equals

Fig. 5.
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Fig. 7.

3 or 2, then it follows from Theorem 5.3 that̃Q(z) = R(P̃ (z)) for someR(z) ∈ C[z] and
P̃ (W(a)) = P̃ (W(b)). Therefore, (2) holds withW(z) = P(z), Q̃(z) = R(z). On the other
hand, if degW(z) = 6 in (17) then necessaryW(a) = W(b) since otherwiseQ̃(z) would
be orthogonal to all powers ofz on the segmentW(a),W(b). In particular, in view of
Lemma 3.1, we see that in order to prove that conditions (1) and (2) are equivale
enough to establish (4).

Since degP(z) = 6, clearly l(Γ̂a,b) � 6. Moreover, since the pointsa, b are critical
points ofP(z), the valency of the corresponding vertices ofλ̃P is at least 2, and, there
fore, actuallyl(Γ̂a,b) � 4. Consider all possible cases. First of all observe that the equ
l(Γ̂a,b) = 1 is impossible. Indeed, in this case Theorem 2.1 implies thatQ(P −1

i (z)) = 0,

wherei is the number of the unique edge ofΓ̂a,b, and thereforeq(z) ≡ 0. Furthermore, if
l(Γ̂a,b) = 2 then, since adjacent vertices ofΓ̂a,b have different colors,̂Γa,b can be of one
from the following two forms shown on Fig. 6.

In both cases for the middle vertexy we havew(y) = 1. Therefore by Theorem 3.
equality (17) holds and hence conditions (1) and (2) are equivalent. Observe, ho
that the first configuration shown on Fig. 6 is actually not realizable since (2) implie
P(a) = P(b).

Consider now the case whenl(Γ̂a,b) = 3. It is not difficult to see that in this case eith
againw(y) = 1 for some colory or Γ̂a,b has the form shown on Fig. 7.

Let us examine the last case. Since for the skeleton shown on Fig. 7 we haveP(a) �=
P(b), it follows from Proposition 4.1 that system (21) holds. Furthermore, the equ
degP(z) = 6 implies that for at least one vertexs ∈ {a, b} the following two conditions
are satisfied: the multiplicity ofs equals 2 and the connectivity component ofλ̃P \ s which
does not containΓa,b consists of a unique star. To be definite suppose thats = a. Then, in
notation of Section 2.2, the first condition implies that

da∑
s=1

Q
(
P −1

as
(z)

) = Q
(
P −1

i1
(z)

) + Q
(
P −1

gx(i1)
(z)

) = 0 (30)

and the second one thatgy(gx(i1)) = gx(i1). Therefore, the analytic continuation of (3
along the looply leads to the equality

Q
(
P −1

i2
(z)

) + Q
(
P −1

gx(i1)
(z)

) = 0. (31)

Now equalities (30), (31) imply thatQ(P −1
i1

(z)) = Q(P −1
i2

(z)) and we conclude as abov
that the configuration shown on Fig. 7 is not realizable.
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Fig. 9.

Consider finally the case whenl(Γ̂a,b) = 4. SinceΓ̂a,b has 5 vertices, eitherw(y) = 1
for some colory or Γ̂a,b is two-colored. In the last casêΓa,b has the form shown o
Fig. 8 and the corresponding cactusλ̃P is a 6-chain (the cactus with 6 stars of the maxim
diameter). Furthermore, since degP(z) = 6, it follows from the Riemann–Hurwitz formul
that ∑

z∈CP1

(multzP − 1) = 10.

Since mult∞P − 1= 5 and the combinatorics ofλ̃P imply that
∑

P(z)=cx

(multzP − 1) = 3,
∑

P(z)=cy

(multzP − 1) = 2,

we conclude thatP(z) has only two finite critical valuescx, cy.

It follows from the Riemann existence theorem (see e.g. [11]) that a complex polyn
with given critical values is defined by its cactus up to a linear change of variable. O
other hand, it is easy to see using the formulaTn(cosϕ) = cosnϕ that Tn(z) has only
two critical values−1,1 and that all critical points ofTn(z) are simple, Therefore, th
corresponding cactus is a chain. In particular, forP(z) = T6(z) the corresponding cactu
realized as the preimage of the segment[−1,1] (considered as a star connecting 0 w
points 1 and−1) has the form shown on Fig. 9 (white vertices are omitted).

Therefore, if we choose linear functionsL1(z),L2(z) such that:

L−1
1 (a) = −√

3/2, L−1
1 (b) = √

3/2, L2(cx) = −1, L2(cy) = 1,

the polynomialL2(P (L1(z))) will be equalT6(z).

Finally, the last assertion of the theorem follows from the main result of the pape
where all solutions to (1) forP(z) = Tn(z) were described. �
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